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Good morning!

I am very happy to have a chance today to help you in the IES community move faster to meet some of the important challenges in front of us. In my view, the technologies we are working on here might well decide whether the human species manages to avoid extinction in the coming decades. This is not an exaggeration; I will explain a bit today – and I hope I will help.

	The electric power area – from motors and chips to global energy economics – is a highly crossdisciplinary area in itself. Major opportunities are being lost in the world today because of the gaps in communication just within this area. In power electronics, especially, we need to understand the real needs of the customers – the world energy system – in order to anticipate and meet their needs in a more proactive way. We need to do this, in order to get ahead of the curve and not always lag behind, playing catch-up with our competitors.

	But the neural network field is also a large cross-disciplinary area, and most of what you read in the general literature is not quite correct. There are new and powerful tools now available, and there are also some pitfalls that are not heavily advertized. They apply to all kinds of “prediction” and “control” tasks, including some we think of as pattern recognition, data mining, planning, scheduling, state estimation, sensor fusion, data compression, etc., etc.

	Today, I will try to give you an overview of how these two large areas come together. Because time is limited, I won’t be able to give you all the equations you need to implement everything I talk about – but I will tell you where to look for more detail and for a few of the working examples. Most of my slides will come from two sources:

www.ieeeusa.org/policy/energy_strategy.ppt and www.eas.asu.edu/~nsfadp.

I can send you a few additional papers by email upon request.

	The energy policy slides contain text explanations. You can see the text in powerpoint by clicking on “Notes” under “View,” or printing with the “notes” option in the print options window.
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Presenter�
Presentation Notes�
In his conversation today, Steve Kercel told us how much bias there is in today’s still-behaviorist world against Freudian psychology. He ‘fessed up to being a “closet Freudian.” Well, folks, to be completely honest, I’m further out than that. As I just said, I would advocate the need for mathematical tools which try to translate Freud’s insights into mathematics. (More so than just what I just showed.) I would openly say that Freud’s notions of sanity are an important goal. But I am actually a kind of closet Jungian. And I try hard to be an effective intentional system myself – to be rational in the sense of Von Neumann’s utility theory, and to be as effective as possible in pursuit of explicit longer-term goals. This slide summarizes what they are, with an e mphasis on areas where this ocmmunity has a comparative advantage.

	The first three challenges are challenges to basic  understanding. All three require much more strategic thinking than we usually see today, in my view.

	The next three are basically issues of bottom-line life-or-death – do we survive in earth, do we survive in outer space or inner space? Dan has asked about the driving forces which might increase human cooperation. For rational people, faced with a common threat to everyone’s survival, facing up to those threats is one important basis for more cooperation.   And we really are threatened. Furthermore, there are many connections between these various goals.

	In trying to understand the mind, we need to distinguish at least three different goals. For now, the goal of building/understanding “mouse-level” intelligence in a truly mathematical, functional way is the major target of opportunity. Yet even though it is premature, in a way, to try to understand higher levels of intelligence – it is a matter of life and death that we do maintain some efforts in parallel, to do the best we can, drawing on the “mouse-focused” work which has a lot to tell  us and connecting those efforts to the life-or-death goals. We as humans are not truly sapient (or “symbolic” or “semiotic” or “sane”) systems; thus, a bit like moneys, we get caught in local minima, in ruts in our life style, in less-than-possible creativity. Like a dog who learns to walk on two feet, we can do better if we consciously train ourselves to emulate that  next level of intelligence. As Lorenz  once said, WE are the “missing link.” Sadly, we do  not have time to get into real substance of various views of higher levels today, but it may be important that we find some way to get around to it.�
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WhnereDid ANNs Come From?

IEEE ICNN 1987: Birth of a “Unified” Discipline


Presenter�
Presentation Notes�
Many people think of ANNs as one kind of classifier system, for pattern recognition. But that is only one part of what they are.

	Back in the 1960’s, AI truly focused on the goal of trying to achieve brain-like intelligence, as such. The “perceptron movement” (including Widrow, Rosenblatt and others, inspired in part by Von Neumann!) was a kind of early neural network movement, WITHIN AI; they are the ones who tried to get started by addressing the classification problem. But, as they were unable to solve even simple classification problems like XOR, pessimism grew, and the mainstream started to view neural nets as the very worst and most unmentionable kind of taboo heresy – an “old discredited idea that could never work.” Minsky’s classic book Perceptrons became the Mainstream Official verdict on the field. Minsky’s most famous conclusion: “You can never do XOR without a multilayer training procedure; none is in sight.”

	In the early 1970’s I found a way to overcome that problem, and even offered to Minsky (and others) to collaborate on putting it forward. I learned a lot about heresy and taboos and the academic system. (See Talking Nets, MIT Press, for a small part of the story.) But eventually, the discovery of backpropagation – included in my 1974 Harvard PhD thesis, and generally cited as the original source – did get out. The simplified, popularized version in the 1986 PDP books stimulated the “birth” or “rebirth” of the neural net field more than any other event.

	But in fact – backpropagation only halfway came from the perceptron school! I first formulated it as a way to solve the reinforcement learning problem, which had been ANOTHER mainstay of mainstream AI. (That stream was also blitzed in a paper of Minsky and Selfridge, who said they couldn’t make that work either, and many people in AI still conclude that  no one could make it work on a useful scale. But as you will see, times have changed. We have found some solutions.)

	Just as important as AI to ANNs was the “Hebb” stream. One might even say that Hebb was the grandmother of ANNs, and AI the father.�
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THE ROOTS OF
BACKPROPAGATION

From Ordered Derivatives
to Neural Networks
and Political Forecasting
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See previous slides. The entire Phd thesis is reprinted here.

Chapter 8 also gives a more modern update of how to use backpropagation through  time, etc. Chapter 7 gives the 1981/1982 published paper which, in my view, actually overcame the “heresy” barriers for the initial idea – and also showed how backpropagation permits intelligent control or reinforcement learning designs far more powerful than the simpler temporal difference ideas which it also discussed.

The thesis proves the validity of the “chain rule for ordered derivatives,” the most general form of backpropagation for all kinds of ordered (feedforward) systems. And it includes applications to political forecasting models and to time-series estimation.�
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Presenter�
Presentation Notes�
ANNs have also been defined as “Abstract Neural Networks.” They are defined as well-specified mathematical systems designed to capture the highest kind of intelligence that we find in mammalian brains. They are designed to capture the functional capability of the system, not the precise details of what is presently known about the hardware itself.

	But how can we understand what the brain as a whole system really does? What kind of mathematics is needed, in order to express the kind of function which this information processing system performs?

	In this slide, I remind us that the brain AS A WHOLE SYSTEM is an intelligent controller. It includes pattern recognition and memory and prediction and other key capabilities as subsystems – but you can’t really understand what a subsystem is doing unless you see how it fits in as part of the larger system. Every piece of the brain has evolved so as to contribute to the function of the whole – the function of calculating decision outputs (sometimes called “squeezing and squirting”) which contribute to the long-term goals of the organism.

	Thus in order to develop an integrated, functional understanding of how the brain performs this function, we need to understand the mathematics of effective intelligent control, that really works in flexibly learning to handle wide varieties of tough control problems. 

	Many areas of technology try to teach their students a textbook of a hundred alternate methods to solve a hundred different tasks. And they often try to teach neural networks that way. But that does not do justice either to the brain or to what the neural network field is about. The brain provides a SINGLE flexible system which somehow INTEGRATES the various principles of learning and control, so that ONE system can do it all! There are still variations from brain to brain, but each individual mammal brain has a kind of universal learning ability. Mammal brains do not start out as an “empty slate” – but they are capable of relearning almost all of the specific abilities that they are normally born with. Our primary goal in ANN research is to capture that universal learning ability in designs we can implement and use.  
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Presenter�
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This slide leads into many important issues. For now, I want to use it to discuss the relation between ANNs and AI. 

  Back in the 1960’s, AI announced goals very similar to what I have just discussed. In fact, the early work on perceptrons was accepted as part of AI at that time. And now, many people teach courses in “modern AI” which do allow some work on ANNs to be included.

	But even today, the mainstream of hard-core classical AI addresses the question: “How can we build an artificial Einstein?” They recognize, quite correctly, that the highest level of intelligence we can all see in nature is the human level. That level of intelligence is based on some (partial) use of symbolic reasoning. And so they try to jump directly to symbolic reasoning.

	For practical purposes, the target we pursue in ANN research is SUBSYMBOLIC intelligence, the kind of general-purpose nonverbal intelligence that we can find even in the smallest mammal brain. Yes, our tools can be used as part of artificial symbolic reasoning systems, but that is not what guides our research. For now – achieving the level we see in the smallest mammal brain is a difficult enough mathematical challenge. Only recently have we begun to develop the tools which give us a practical roadmap for reaching this destination – and we have a lot of work left to do in implementing, integrating and applying these tools.

	For those more interested in the symbolic level… we need to remember how 99 percent of the human brain is “homologous” to the mouse brain. Thus a true scientific understanding of the symbolic level will require a firm grounding in what we are only now beginning to learn at the next level below that. 

	Occasionally I hear psychologists or philosophers say: “You build things, therefore you must be reductionist.” This is as untrue as the worst racial stereotypes. But still – the question mark on this slide is beyond the scope of this tutorial.�
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Presenter�
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Hebb’s classic book was a great inspiration to all the mains schools of artificial neural networks – including the engineering school!

	I have seen hundreds of people excited by the New  Vision of Emergent Behavior in Complex Adaptive Systems. But in my view, Hebb’s version of that vision – back in the 1940’s – was actually far more complete and real than the new reinvented versions!!

	Hebb never claimed that ANY complex system would automatically evolve into becoming intelligent as a whole system! The universe is full of complex and dynamic but dead planets, and live but low-intelligence swamps – and some would say that the federal government is the best proof that maximum complexity does not always yield maximum intelligence. Rather, Hebb argued that the right kind of simple dynamics could allow complex intelligence to emerge. He was inspired in great part by the great experiments in neuroscience by Lashley, Freeman, Pribram and others, demonstrating “mass action” – the ability of any part of the higher brain to learn almost anything, if connections were in place. (For example, many creatures are born with edge detectors in the rear of their brain… but neurons in middle part can learn to be edge detectors if the rear part is damaged!)

	Hebb inspired a great search for a  “general neuron (learning) model” which would have the required property – the property that  a great heap of those neurons, all connected at random, could learn to do almost anything. He had an intuitive idea that this rule should reflect the idea that “behaviors are reinforced by repetition;’ the mathematical translation of that simple idea has come to be known as Hebbian learning, and is still a main foundation of computational neuroscience, both in its classical (continuous variable perceptron-like with differential equations) and “spiking neuron”  versions. �
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Presenter�
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Back in the 1960’s, many in AI had given up on ever developing a truly general purpose RLS system. Efforts to guess or hack or intuit a good design never got anywhere.

	But in 1967, in “Elements of Intelligence,” (Cybernetica, Namur, No. 3, 1968), I proposed that we try to use more fundamental mathematical principles to address this design problem. I proposed that we design RLS by trying to APPROXIMATE dynamic programming.

	After all, when we try to maximize the sum of U(t) over future time, we are trying to solve an optimization problem. Dynamic programming is the ONLY exact and efficient method for solving this type of problem in the general case. The “general case” means that your environment or plant could be any nonlinear stochastic system.

	This slide illustrates how dynamic programming (DP) works. The user specifies a utility function U(x); this function is simply a statement by the user of what he/she wants the control system to maximize. (It could be profit or throughput or a complex function like output minus cost minus energy use minus pollution minus wear and tear, minus tracking error. The user gets to decide what he/she wants the ultimate performance to be. The user also gets to decide whether he/she cares less about future times than the immediate present and, if so, what interest rate r fits his/her goals.) In classic DP, the user also specifies a stochastic model of how the plant works over time. These two pieces of information are then fed into the Bellman equation, illustrated in the middle box. The mathematician or engineer then tries to SOLVE the Bellman equation in this case; in other words he tries to find a function J(x) such that the Bellman equation is satisfied. The key theorem in dynamic programming is that such a J function exists almost all the time; also, the strategy of action which maximizes the expected value of future U over al future times is the same as the strategy which maximizes J(t+1). DP converts a hard problem in optimization over future times into a much easier problem in optimization one time period ahead.

	We cannot use DP proper on large problems in the real world, because we encounter a “curse of dimensionality” in solving the equation. ADP, the learning-based approximation of DP, is the answer.�
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Presenter�
Presentation Notes�
After I gave up on ever implementing Hebb’s vision of “one neuron does it all,” I aimed for a slightly relaxed version – which actually does work, in a formal mathematical kind of sense. It actually is possible to design a general-purpose learning system out of three types or block of neurons – a system which actually can learn to converge to the optimal “strategy of action” in the general case, in some sense.

      In actuality – this mathematical design turns out to be a direct translation of ideas from Freud into mathematics. That’s where backpropagation REALLY came from. (Some of the details are in chapter 10 of my book Roots.) Backpropagation is actually a general-purpose way of calculating derivatives through any large sparse nonlinear differentiable system. In fact, some of the people I sent my thesis to renamed this an “advanced adjoint method;” their work then  led to subsequent work implementing this in actual circuits, to calculate derivatives efficiently through local calculations in real hardware.

The application to static classification is only one of many applications.

	It has taken many years for engineering practice to catch up to this level or complexity of design. It is much higher on the “ladder” of capabilities than what most people are doing even today with neural networks. I will take many slides to explain the basic ideas, and it will take further citations to explain how to implement it in detail.

	Back around 1987, I thought that the higher-level intelligence of the mammal brain might  be explained as an emergent result of something this simple underneath – more complex than Hebb’s ideas, but still in the same spirit. However, as the complexity of the sensor inputs X grow, the learning speed of this design gets slower. Recent research has extended the ladder upwards, to allow faster learning – as is needed when we try to truly integrate the management of very large systems like electric power grids!
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This is one of applications of DHP discussed in HLADP, and also in IJCNN03(Portland). It has continued to work on larger physical test systems, involving multiple generators and digital power switching devices (“FACTS”).

Because it reduces “down times” on real generators by a substantial fraction, the team which has developed this technology is discussing possible commercial testbeds, while extending their research to address ever larger systems. The implications for the electric power system are discussed in HLADP.

This work, centered on Missouri-Rolla (but also Georgia Tech and South Africa), is one of the important nuclei from which we could develop “dynamic stochastic optimal power flow,” something badly needed in the electric power sector.
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In order to apply methods like DHP to the entire global electric power grid, we would need to develop neural networks able to input and output something new – not vectors, as in ordinary neural nets – but complete relational networks.

This slide illustrates the problem.

   To solve the problem, I have developed a concept called “Object Nets,” for which I recently received a patent. The core idea is illustrated in the next two slides. ObjectNets are basically a concrete piece pulled out of the more complex design concept outlined in my chapter in Karny et al eds, Dealing With Complexity: A Neural Network Approach, Springer, 1997.�
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ANNs have also been defined as “Abstract Neural Networks.” They are defined as well-specified mathematical systems designed to capture the highest kind of intelligence that we find in mammalian brains. They are designed to capture the functional capability of the system, not the precise details of what is presently known about the hardware itself.

	But how can we understand what the brain as a whole system really does? What kind of mathematics is needed, in order to express the kind of function which this information processing system performs?

	In this slide, I remind us that the brain AS A WHOLE SYSTEM is an intelligent controller. It includes pattern recognition and memory and prediction and other key capabilities as subsystems – but you can’t really understand what a subsystem is doing unless you see how it fits in as part of the larger system. Every piece of the brain has evolved so as to contribute to the function of the whole – the function of calculating decision outputs (sometimes called “squeezing and squirting”) which contribute to the long-term goals of the organism.

	Thus in order to develop an integrated, functional understanding of how the brain performs this function, we need to understand the mathematics of effective intelligent control, that really works in flexibly learning to handle wide varieties of tough control problems. 

	Many areas of technology try to teach their students a textbook of a hundred alternate methods to solve a hundred different tasks. And they often try to teach neural networks that way. But that does not do justice either to the brain or to what the neural network field is about. The brain provides a SINGLE flexible system which somehow INTEGRATES the various principles of learning and control, so that ONE system can do it all! There are still variations from brain to brain, but each individual mammal brain has a kind of universal learning ability. Mammal brains do not start out as an “empty slate” – but they are capable of relearning almost all of the specific abilities that they are normally born with. Our primary goal in ANN research is to capture that universal learning ability in designs we can implement and use.  
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